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Nonlinear-Systems M odel | dentification with Additive-
Multiplicative Fuzzy Neural Network

Zhai Donghai  LiLi JinFan

(School of Computer and Communication Engineering, Southwest Jiaotong University Chengdu 610031)

Abstract A mode identification approach of nonlinear systems where only the input-output data
of the identified system are available is presented. To automatically acquire the fuzzy rule-base and the
initial parameters of the fuzzy model, an unsupervised clustering method is used in structure
identification. Based on the cluster result, a Fuzzy Neura Network (FNN) is constructed to match with it.
The FNN is trained by its learning algorithm to obtain a precise fuzzy model and realize parameter
identification. Finally, the effectiveness of the proposed technique is confirmed by the simulation results
of two nonlinear systems.
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In the last few years, based on neura network and fuzzy system, alot of new system identification and control
methods of nonlinear system have been proposed (8] Despite the fact that these methods are effective in some
application area, most of them are only used in parameter identification not in structure identification. The proposed
model identification of nonlinear system is composed of two parts: structure identification and parameter
identification. At the same time, this FNN has universal approximation capability, a property very useful in, e.g.,
modeling and control applications.
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1 Structureldentification

In this paper, we adopt the unsupervised clustering agorithm Refs.[6,7]. Those vectors with high relationa
grades will have the same characteristics, thus they can be grouped into a cluster.

The unsupervised algorithm can be described as follows.

Let X :{ X X%, xp} be a set of p vectors in a (ntl)-dmensional sample space, where
X ={x},x5,---, x5, x¥,,} isavector. The preceding n scalars are input vectors of k th sample point, and the (n+1) th
scalar is the corresponding output.

Stepl Definep movablevectorsv® (k=1,2, ,p)andletv =x* thatis, x “istheinitial value of v*.

Step 2 Calculate the relationa grades between the reference vector V€ and the comparative vector v ' by

e =expl- V-V P /(26%)],  k=12--p;  1=12-p D

where |lv % v'|| represents the Euclidean distance between v ¥ and v'; and b is the widith of Guassian function.

Step 3 Modify the relational grades between the reference vector v kand the comparative vector v ' by

10, if r,<x
=1 . (2
i . otherwise
where X isasmall constant.
Step4  Caculate z* ={z},z5,---,z5,} by
Zk:grkl\//g b k=12, p (3)
=1 =1

Step5 If all thevectors z* arethesameasv ¥ k=1,2, , p, then go to Step 6; otherwise let v = z* and go
to Step 2.

Step 6 Based on the final results v X we can determine that the number of clustersis equal to the number of
convergent vector, the origina data with the same convergent vector are grouped into the same cluster, and the
convergent vector isthe cluster center.

When m clusters are obtained by this method for the given data set, and the corresponding cluster centers are
¢=(Cy, C3, , Gy Cm+ny), J=1L 2, , m, the
rule-base of an initid fuzzy modd can be
constructed as follows:

R :If x, isA(x,), -, and X, is Al(x,)

then

w;, j=42,-,m (4)
where misthe number of fuzzy rules, and nisthe
number of input variables. The membership
function of the premise part in rules is Gaussian
function (corresponded to the membership
generation layer of Fig.1)

Xz

®(y .a)0
U; =exp§- (x-a) N

CR

Xs 1< i< n 1< j< m(5)

Input layer (4]
where & is the center of the Guassian function,
Membership layer Inference layer a=(ay, ay, » an)=(Cy, Caj, » Cy),and by is its
Figl Architectureof AMFNN width, bj={by, by, , by }. Therea vaue w; of the

consequent part is expressed W=C: 1y j.
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2 Construction of Fuzzy Neural Network

To match reasoning principle with fuzzy model, this paper presents a new fuzzy neura
network-Additive-Multiplicative Fuzzy Neura Network (AMFNN) by combining the additive inference and
multiplicative inference into an integral whole, which is based on additive fuzzy system and multiplicative fuzzy
system.

2.1 Architectureof AMFNN

AMFNN has four layers. input layer, membership generalization layer, inference layer and defuzzification
layer (see Fig. 1).

The membership function is Eq. (5), where a; and by;; are parameters corresponding to each node u; at the
membership generation layer. In thislayer, from the top down, u;; can be specifically expressed as: U1, Uiz, , Ui,
Uoq, Uoo, , Upmy 3 Unty Un2, , Unm, Where n is the number of input variables, and m is the number of rules.
Subscript of each a;;, bjj is similar to u;.

Multiplicative inference is paralleled to additive inference in the inference layer. The nodes of inference layer
are divided into two kinds: one used in multiplicative inference, and the other used in additive inference.

The output of multiplicative inference node is an algebraic product of al itsinputs:

P, =, U, :(Jj)u.. , 1< j€£m (6)

The output of additive inference node is an algebraic sum of al itsinputs:

n -
S, =y FUy +eeeF U, =ia:11uij , 1< j<m @)

The final output of defuzzification layer is aratio, the numerator of which is the weighted algebraic sum of
every rule’'s output of multiplicative inference, and the denominator is the algebraic sum of every rule’s output of
additive inference.

Numerator
P=W_1p1+W2p2+"'+mem (8)
Denominator
S=s§ ts, +-*g, 9)
Ratio
y=P/S (20)

2.2 LearningAlgorithm For AMFNN
According to Gradient Descent Method, the change of each AMFNN parameter is directly proportional to the

negative derivative of Square Error Function with respect to it. So, a;j, byj, w; can be adjusted by using the following

Egs:

w;p; xS- P 2(x; - a;)

2,1+ - a,(m) =-h(y- V)= = (11)
ij

b, (n+3) - b, (n) =-h(y- )~ pjsxzs' P 2 t;sa”) (12)
ij

w, (142 w, () =-R(y-Y)x - (13)

3 Approximation

Theorem 1 Let ;U1 R"® R beacontinuous function defined on acompact U and x1 U is such that x
= (X1, X2, , Xp). Consider the fuzzy rule type and the inference mechanism defined in Section 1 to construct the
fuzzy neural network. There exists a set of fuzzy rules or, aternatively, a network, such that for any
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xT U ande >0 thefollowing is satisfied
sup{| f(x)- y|IxT U}< e (14)

where vy isthe output of the network for input x. The proof issimilar to Ref.[8] and omitted for brevity.

4 Numerical Examples

Example  Weconsider aset of input-output data generated by the nonlinear system
:sinxlsinxz (15)
X1 X5

with X3, X2 in the interval [- 10, 10]. Each input component x; and X, is randomly chosen according to an uniform

probability density function, thus 400 input-output pairs are generated.
In the structure identification step, the data points are clustered by the unsupervised clustering method. The
cluster result shows that the data points are classified into 5 groups and there are 5 cluster centers. Consequently,
we can construct a rule-base of the initial fuzzy model associated with the obtained five clusters. The parameter

values of the premise and consequent fuzzy sets are listed in Tab.1.

Tab.l Parameter value of theinitial fuzzy model determined by the structure identification

j Premise Part Consequent Part
aj 8 by by w

1 - 9.5554 - 8.4924 -9.2051 -8.1013 - 8.3525

2 - 5.8707 -6.0978 - 6.1056 - 5.0993 - 6.2236

3 1.3538 21216 1.2048 3.1050 2.2863

4 5.1562 7.5794 6.0998 7.2041 6.7139

5 9.5318 8.9234 9.2006 8.0930 9.1892

Tab.2 Final parameter values of the fuzzy model determined by the parameter identification

j Premise Part Consequent Part
aj 8 by by w

1 -9.5554 -8.4924 -8.2051 -9.1013 -9.3525

2 - 5.8707 -6.0978 - 6.1056 - 4.0993 -5.2236

3 2.3538 1.1216 1.2048 2.1050 1.2863

4 5.1562 45794 6.0998 4.2041 5.7139

5 8.5318 9.9234 9.2006 7.0930 8.1892

In the parameter identification step, a fuzzy neural network with four layers is constructed for tuning the
parameters of premise and consequent part to obtain a more precise fuzzy model. According to the number of input
variables and the number of rules, the AMFNN has 5 neurons in input layer, 5 2 neuron in membership
generation layer (in 5 groups, each group has 2 neuron), 5 neurons in inference layer. The learning algorithm
above-mentioned in section 3 trains AMFNN. Thefinal parameter values of the fuzzy model arelisted in Tab. 2.

Testing samples are identified by obtained fuzzy model. The outputs of the original nonlinear system and the
fuzzy model are plotted in Fig.2 and Fig.3. It is clear that the fuzzy model determined by the proposed approach has
avery good approximation.
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Fig. 2 Original input-output data set Fig.3 Output of the fina fuzzy model

5 Conclusions

This paper presents a model identification approach of nonlinear systems. This approach can be used in
structure identification and parameter identification. The AMFNN can dynamicaly identify the structure and
parameter of systems according to the situation. Consequently, the proposed approach has adaptive capability to
certain extent.
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