
  第 39 卷  第 5 期                          电 子 科 技 大 学 学 报                             Vol.39  No.5   
     2010年9月            Journal of University of Electronic Science and Technology of China                Sep. 2010 

 
Fast Computing Scheme of DCT Coefficients for Image Processing 

 
LIEN Chun-hung, LAI Eugene, and CHANG Wen-ching 
(Dept. of Electrical Engineering, Tamkang University  Taipei Chinese  25137) 

 
Abstract  Because of the importance of the discrete cosine transform (DCT) in the field of image processing, 

various algorithms and architectures for 2-D DCT processor design have been proposed. In this paper, a novel fast 
computing mechanism for 2-D 8×8 DCT and quantization for JPEG or MPEG codec is presented. By an effective 
judging mechanism for an 8×8 image block, the algorithm will adjust DCT computing time depending on the 
distribution of an image block. This algorithm costs a few adders, shifters and comparators, but it reduces 
significantly the number of DCT computing times which dominates the computing performance of image 
processing. The simulation result shows that the proposed algorithm could save more DCT calculation than 
conventional DCT and integer DCT, and when quantization parameter is large, such as 32, the performance of 
proposed algorithm is better than that of small one. 
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【摘要】由于离散余弦转换在影像处理领域之重要性与日俱增，且消耗许多处理器运算时间，所以众多快速二维离散余

弦转换算法不断被发表。该文提出一个应用于JPEG及MPEG图像处理的快速二维8×8离散余弦转换算法，该算法主要运用基本

的累加及移位运算，快速评估8×8影像区块的复杂程度，可调整离散余弦转换参数的计算数量。该算法只需花费少量硬件成本，

如比较器、加法器、移位器，便可有效降低离散余弦转换运算时间，且在模拟结果显示所提出的算法与传统及整数离散余弦

转换相比，可达到较快的运算速度，且在量化系数较大的情况下，可得到更好效果。 
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The discrete cosine transform (DCT) plays an 
important role in many image and video processing 
applications [1], especially in the mobile environment 
where the limited computing power or battery supply 
is a significant concern. In mobile or portable 
applications, the cost of multiplications is typically 
much more expensive than other operations such as 
additions, subtractions and binary shifts. 

1  Introduction 
There are many papers discussing the fast 

implementation of the 1D and 2-D DCT. One category of 

papers use the method based on the decomposition[2-5]. 
Another group of papers use the so-called direct 
method which has lower computation complexity but 
leads to slightly irregular structures[6-9]. Recently, 
several systolic implementations of DCT processors 
have been proposed[10-11]. These architectures have a 
high throughput rate and parallel output. 

In this paper, we will present a new algorithm and 
its corresponding architecture with low arithmetic 
hardware complexity for fast computation of 2-D 8×8 
DCT. The kernel architecture only consists of several 
adders, shifters and comparators. 
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Figure 1  Block diagram of an image encoder

2  Overview of DCT in Image  
Processing 

The DCT is a transform that can reduce the spatial 
redundancy and is known to have better energy 
compaction performance than other transforms[1]. The 
definition of one dimensional DCT is shown below as 
Eq. (1)[12]: 
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where x(n) is a real sequence of length N. The inverse 
DCT is defined as given in Eq. (2): 
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The two dimensional DCT can be viewed as a 
simple extension of the one dimensional case, as 
shown in Eq. (3) (Forward) and Eq. (4) (Inverse). 
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The inputted 8×8 pixel blocks are transformed by 
2-D DCT to generate 8×8 DCT coefficients, which are 
quantized for compression. The block diagram is 
shown in Fig. 1. If we define x(n,m), 0 7n≤ ≤ , 
0 7m≤ ≤ , as pixel-values in an 8×8 pixel block 
before the DCT, the 2-D 8×8 DCT coefficients F(k,l), 
0 7k≤ ≤ , 0 7l≤ ≤ , can be computed by Eq. (3). 

After the DCT, the DCT coefficients are 
quantized. These quantized DCT coefficients are 
scanned in a zig-zag scanning order, as shown in Fig. 2. 
The zig-zag scan converts the 2-D 8×8 DCT 
coefficients into a one-dimensional sequence in an 
approximately ascending spatial frequency order. Since 
many high-frequency DCT coefficients will be 
quantized to zeros, there is usually a long stream of 
zeros at the end of the sequence. This is represented by 
an end-of-block (EOB) symbol after the last nonzero 
coefficient to indicate that after this position, all the 
DCT coefficients in the block are zeros. Fig. 3 shows 
the distribution of EOB for different quantization 
parameters. From Fig. 3, we can see that the EOB 
position decreases when the quantization parameter 
increases because more DCT coefficients are quantized 
to zero.  

1 2 6 7 15 16 28 29 

3 5 8 14 17 27 30 43 

4 9 13 18 26 31 42 44 

10 12 19 25 32 41 45 54 

11 20 24 33 40 46 53 55 

21 23 34 39 47 52 56 61 

22 35 38 48 51 57 60 62 

36 37 49 50 58 59 63 64 

Figure 2  Zig-zag scanning order 

This result shows that when the step size of 
quantization is large, we can be more aggressive in 
setting the high-frequency DCT coefficients to zeros. 
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Figure 3  Distribution of EOB for Lena 

3  Proposed Fast DCT Algorithm 
Depending on the characteristic of the EOB 

location, we can estimate the EOB location in advance 
by judging the complexity of input image. If we know 
the EOB location in advance, we can just calculate 
several DCT coefficients and neglect high frequency 
part. The steps shown below exhibit how our proposed 
algorithm saves the computational effort in DCT. 

(1) In the first step, calculate the summation of all 
the pixels of an 8x8 block and is then divided by 64, to 
get the mean value p  of the 8x8 block, as shown in 
Eq. (5): 
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Dividing 64 can be easily implemented by a right 
shifter. 

(2) In the second step, calculate the difference 
between each pixel and the mean value p , and then 
take absolute value of the difference value. After that, 
find the SAD (sum of absolute difference), as shown in 
Eq. (6): 
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(3) After the SAD of an 8x8 block is found, 
compare it with each threshold value to determine 
which interval the block belongs. The different interval 
represents the different pixel distribution of an 8x8 
block, and the lower threshold value represents the 
smoother distribution of a block. 

(4) From Fig. 4, by judging which interval the 
block belongs to, the number of calculation times of 
DCT and quantization can be determined.  
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Figure 4  Block diagram of the proposed algorithm 
If the block is with low complexity, we may just 

calculate some DCT coefficients, but if the block is 
with high complexity, we should calculate most of the 
DCT coefficients by the judgment of our algorithm. 

4  Analysis and Discussion 
In this paper, 3 quantization values are used for 

testing the proposed algorithm, and the values are 8, 16 
and 32, respectively. In order to evaluate the 
performance of the proposed algorithm, we use the 
accumulated times of addition/subtraction, 
multiplication and shift/round. To compare with other 
operations of DCT and quantization, the times of 
multiplication must be particularly mentioned due to 
its high complexity and long processing time. We use 
the integer DCT proposed by Ref. [13], which plays an 
important role in H.263, for the comparison. This 
integer DCT already reduces much computing 
complexity from the conventional DCT. 

PSNR is also adopted for determining the loss of 
image quality since the image quality may be reduced 
in the proposed algorithm, where PSNR is defined as 
Eq (7). 

Table 1  Simulation result of Lena with quantization  

parameter of 8 

Algorithms 
Number of 

Multiplication 

Number of 

Addition 

Number of 

Shift/Round 

The 
Conventional 

DCT 
34 078 720 33 554 432 774 144 

The Integer DCT 851 968 2 228 224 8 769 536 

The Proposed 
algorithm 760 888 3 055 160 7 991 844 

2255PSNR 10lg
MSE

 
=  

 
              (7) 

where MSE(mean square error) is shown below: 
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where Xi is the original pixel and Xi ' is the pixel after 
processed by the proposed algorithm. 

The PSNR results of Conventional DCT, Integer 
DCT and Proposed Algorithm are 36.752 dB, 36.901 
dB and 36.898 dB respectively. 

Table 1 is the simulation result of several 
algorithms under quantization parameter of 8 and the 
sample image is the commonly used Lena. It shows 
that our proposed algorithm saves most in 
multiplication among these 3 algorithms. 

If we use larger quantization parameter, such as 
16 or 32, as shown in Fig. 5, it is obvious that our 
algorithm saves more computing power in multi- 
plication. From the simulation result of PSNR, we also 
find that the image quality does not degrade 
significantly. Fig. 6 shows the percentage of saved 
multiplication with 3 different quantization parameters 
of 8, 16 and 32 by using the commonly used 4 
samples.  

 

97.0 

97.5 

98.0 

98.5 
Integer 
DCT 

 
Proposed 
algorithm 

 

Q=8 Q=16 
Q=32  

Figure 5  Percentage of saved multiplication of integer  

DCT and proposed algorithm when using Lena 

 
Figure 6  Percentage of saved multiplication vs. 

3 quantization parameters 
When quantization parameter is large, the 

proposed algorithm can save more in multiplication. In 
addition to the quantization parameter, the distribution 
of the image also affects the performance of the 
proposed algorithm. If the content of an image is 

complicated, the proposed algorithm may save less in 
multiplication than the simple one. 

5  Conclusion 
In this paper, we propose a new algorithm to save 

the computation in DCT and quantization. Based on 
the simulation result, the proposed algorithm can 
substantially reduce the calculation complexity of 2-D 
8x8 DCT. The performance of the proposed algorithm 
is also concerned with the content of image sample. 

Besides, based on the simulation result, the 
degradation of image quality in this algorithm is 
negligible. But if the image quality is an issue, we can 
easily adjust the threshold value for obtaining high 
output image quality. The architecture of the proposed 
algorithm is effective and practical by using adder, 
shifter and comparator. 

 
参  考  文  献 

[1] RAO K R, YIP P. Discrete Cosine Transform- Algorithms, 
Advantage, Applications[M]. New York: Academic Press, 
1990. 

[2] AHMED N. NATARAJSN T, Rao K R. Discrete cosine 
transform[J]. IEEE Trans Computers, 1974, 23(1): 90-93.  

[3] LI W. A new algorithm to compute the DCT and its inverse. 
IEEE Trans Signal Processing, 1991, 39(6): 1305-1313.  

[4] CHAITALI C, JOSEPH J. Systolic architectures for the 
computation of the discrete Hartley and the discrete cosine 
transforms based on prime factor decomposition[J]. IEEE 
Trans Computers, 1990, 39(11): 1359-1368. 

[5] SHING C C, KA L H. Fast algorithms for computing the 
discrete cosine transform[J]. IEEE Trans Circ Syst, 1993,4 4: 
185-190. 

[6] LIU K J R, CHIU C T, KOLAGOTAL K. Optimal unified 
architecture for the real-time computation of time-recursive 
discrete sinusoidal transforms[J]. IEEE Trans Circ Syst for 
Video Tech, 1994, 4(2): 168-180. 

[7] CHO N I, LEE S U. Fast algorithm and implementation of 
2-D discrete cosine transform[J]. IEEE Trans Circuits 
System. 1991, 38: 297-305.  

[8] DUHAMEL P, GUILLEMOT C. Polynomial transform 
computation of 2-D DCT[C]//Proc Int Conf Acoustics, 
Speech, Signal Processing. Albuquerque, NM, USA: IEEE, 
1990: 1515-1518.  

[9] WU H R, PAOLOUI F J. A two-dimensional fast cosine 
transform algorithm based on Hou’s approach[J]. IEEE 
Trans Signal Processing, 1991, 39(2): 544-546. 

[10] WEIZHEN M. A novel systolic array implementation of 
DCT DWT and DFT[C]// IEEE Region 10 Conference on 
Computer and Communication Systems. Guangzhou. IEEE, 
1990: 211-215. 

(下转第705页) 



  第5期                         徐顺刚 等:  SPWM逆变电源输出谐波分析及抑制方法研究 705   

学报, 2005, 25(20): 16-20. 
 MENG Jin, MA Wei-ming, ZHANG Lei, et al. EMI 

Evaluation of power converters considering IGBT switching 
transient modeling[J]. Proceedings of the CSEE, 2005, 
25(20): 16-20. 

[5] LAI J, HUANG Xu-dong, CHEN Shao-tang, et al. EMI 
Characterization and simulation with parasitic models for a 
low-voltage high-current AC motor drive[J]. IEEE Trans on 
Industry Applications, 2004, 40(1): 178-185. 

[6] 孟  进, 马伟明, 张  磊, 等. 考虑PWM 调制策略的逆

变器共模和差模干扰源模型[J]. 电工技术学报 , 2007, 
22(12): 92-97. 

 MENG Jin, MA Wei-ming, ZHANG Lei, et al. DM and CM 
EMI sources modeling for inverters considering the PWM 
strategies[J]. Transactions of China Electrotechnical Society, 
2007, 22(12): 92-97. 

[7] 和军平, 姜建国, 陈  为. 离线式PWM 变换器电磁干扰

传播通道模型的研究[J]. 电工技术学报 , 2004, 19(4): 
56-60. 

 HE Jun-ping, JIANG Jian-guo, CHEN Wei. Study of the 
model of the EMI coupling paths of an off-Line PWM 
converter[J]. Transactions of China Electrotechnical Society, 
2004, 19(4): 56-60. 

[8] ANDRZEJ M, KONSTANTIN B, LI Y, et al. A novel 
random PWM technique with low computational overhead 

and constant sampling frequency for high-volume, low-cost 
applications[J]. IEEE Trans on Power Electronics, 2005, 
20(1): 116-122. 

[9] TSE K K, CHUNG H S H, HUI S Y, et al. Analysis and 
spectral characteristics of a spread-spectrum technique for 
conducted EMI suppression[J]. IEEE Trans on Power 
Electronics, 2000, 15(2): 399-410. 

[10] JOHNSON S, ZANE R. Custom spectral shaping for EMI 
reduction in high-frequency inverters and ballasts[J]. IEEE 
Trans on Power Electronics, 2005, 20(6): 1499-1505. 

[11] 孟  进, 马伟明, 张  磊, 等. 带整流桥输入级的开关

电源差模干扰特性 [J]. 电工技术学报 , 2006, 21(8): 
14-24. 

 MENG Jin, MA Wei-ming, ZHANG Lei, et al. 
Differential-mode EMI of switching power supplies with 
rectifier front-end[J]. Transactions of China 
Electrotechnical Society, 2006, 21(8): 14-24. 

[12] ACERO J, BURDIO J M, BARRAGH L A, et al. EMI 
improvements using the switching frequency modulation in 
a resonant inverter for domestic induction heating 
appliances[C]//35th Annual IEEE Power Electronics 
Specialists Conference. Aachen, Germany: IEEE, 2004. 

 

编  辑  税  红 

------------------------------------------------------------------------------------------------------------------------------------------- 
(上接第679页) 
[3] SUNG I P, HOMIN E, YONG T L, et al. Equalization 

on-channel repeater for terrestrial digital multimedia 
broadcasting system[J]. IEEE Transactions on Broadcasting, 
2008, 54(4): 752-760. 

[4] CIMINI L J. Analysis and simulation of a digital mobile 
channel using orthogonal frequency division multiplexing[J]. 
IEEE Transactions on Communications, 1985, 33(7): 
665-675. 

[5] FAZEL F, JAFARKHANI H. Quasi-orthogonal space- 
frequency and space-time-frequency block codes for MIMO 
OFDM channels[J]. Transactions on Wireless 
Communications, 2008, 7(1): 184-192. 

[6] SU W, SAFAR Z, RAY K J. Towards maximum achievable 
diversity in space, time, and frequency: performance 
analysis and code design[J]. IEEE Transactions on Wireless 
Communications, 2005, 4(4): 1847-1857. 

[7] SU W, SAFAR Z, RAY K J. Full-rate full-diversity 
space-frequency codes with optimum coding advantage[J]. 
IEEE Transactions on Information Theory, 2005, 51(1): 
229-249. 

[8] TORABI M, AISSA S, SOLEYMANI M R. On the BER 
performance of space-frequency block coded OFDM 
systems in fading MIMO channels[J]. IEEE Transactions on 
Wireless Communications, 2007, 6(4): 1366-1373. 

[9] WANG Jun, LIU Shou-yin. A new high rate differential 
space-time-frequency modulation for MIMO-OFDM[J]. 
Journal of Electronic Science and Technology of China, 
2007, 5(3): 193-198. 

[10] SIWAMOGSATHAM S, FITZ M P, GRIMM J. A new 
view of performance analysis of transmit diversity schemes 
in correlated rayleigh fading[J]. IEEE Transactions on 
Information Theory, 2002, 48(4): 950 -956. 

[11] HORN R A, JOHNSON C R. Matrix analysis[M]. 
Cambridge, UK: Cambridge University Press, 1986. 

[12] WANG G, XIA X G. On optimal multilayer cyclotomic 
space-time[J]. IEEE Transaction on Information Theory, 
2005, 51(3): 1102-1135. 

 

编  辑  税  红 

------------------------------------------------------------------------------------------------------------------------------------------- 
(上接第695页) 
[11] CHANG L W, WU M C. A unified systolic array for 

discrete cosine and sine transform[J]. IEEE Trans Signal 
Processing, 1991, 39: 192-194. 

[12] DIMITROV V S, JULLIEN G A, MILLER W C , A new 
DCT algorithm based on encoding algebraic integers[C]// 
Proceedings of the 1998 IEEE International Conference on 
Acoustics, Speech, and Signal Processing, [S.l]: [s.n], 1998: 

1377-1380. 
[13] SHIN Kuei-tsong, TSAI Chia-yang, HANG Hsueh-min. 

Real-time implementation of H.263+ using TI 
TMS320C6201 digital signal processor[C]//Proceedings of 
the 2003 International Symposium on Circuits and Systems, 
[S.l]: IEEE, 2003, 2: 900-903.  

编  辑  张  俊 


	针对影像处理的快速二维离散余弦转换算法
	连俊宏，赖友仁，张文清0F(
	(淡江大学电机工程学系  中国  台北  25137)

	1  Introduction
	2  Overview of DCT in Image  Processing
	3  Proposed Fast DCT Algorithm
	4  Analysis and Discussion
	5  Conclusion


