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Fast Computing Scheme of DCT Coefficients for Image Processing

LIEN Chun-hung, LAI Eugene, and CHANG Wen-ching
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Abstract Because of the importance of the discrete cosine transform (DCT) in the field of image processing,
various algorithms and architectures for 2-D DCT processor design have been proposed. In this paper, a novel fast
computing mechanism for 2-D 8x8 DCT and quantization for JPEG or MPEG codec is presented. By an effective
judging mechanism for an 8x8 image block, the algorithm will adjust DCT computing time depending on the
distribution of an image block. This algorithm costs a few adders, shifters and comparators, but it reduces
significantly the number of DCT computing times which dominates the computing performance of image
processing. The simulation result shows that the proposed algorithm could save more DCT calculation than
conventional DCT and integer DCT, and when quantization parameter is large, such as 32, the performance of
proposed algorithm is better than that of small one.
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The discrete cosine transform (DCT) plays an papers use the method based on the decomposition[z'sl.
important role in many image and video processing Another group of papers use the so-called direct
applications ™, especially in the mobile environment method which has lower computation complexity but
where the limited computing power or battery supply leads to slightly irregular structures®®. Recently,
is a significant concern. In mobile or portable several systolic implementations of DCT processors
applications, the cost of multiplications is typically ~ have been proposed™®!l. These architectures have a
much more expensive than other operations such as high throughput rate and parallel output.
additions, subtractions and binary shifts. In this paper, we will present a new algorithm and
its corresponding architecture with low arithmetic
hardware complexity for fast computation of 2-D 8x8

There are many papers discussing the fast  DCT. The kernel architecture only consists of several
implementation of the 1D and 2-D DCT. One category of adders, shifters and comparators.

1 Introduction
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Figure 1 Block diagram of an image encoder

2 Overview of DCT in Image
Processing

The DCT is a transform that can reduce the spatial
redundancy and is known to have better energy
compaction performance than other transformstl. The
definition of one dimensional DCT is shown below as
Eq. (1)[12].

(2n+Dk _
F(k) = 22 x(n) cos~———2= N
o <k<N-1 1)
(2n+Dk
x(n) = ZF(k)co N
o < n<N-1 @)

where x(n) is a real sequence of length N. The inverse
DCT is defined as given in Eq. (2):

F(0)
_ - Kk =
where F(k)=1 2 0
F(k) otherwise

The two dimensional DCT can be viewed as a
simple extension of the one dimensional case, as
shown in Eq. (3) (Forward) and Eq. (4) (Inverse).

Fk1)= NZilex(n m)COS[(ZnH)kn}
Cos[(Zm—i-l)ln}
2N
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- L NZfMiF(k') [(2n+1)kn}
0{(2m+1)|n}
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4
F (k,0) B
where  F(k1)={ 2 k>0 1=0
_F(g") k=0, 1>0
F(k,1) k>0, |I>0

The inputted 8x8 pixel blocks are transformed by
2-D DCT to generate 8x8 DCT coefficients, which are
guantized for compression. The block diagram is
shown in Fig. 1. If we define x(nm), 0<n<7,
0s<m=<7, as pixel-values in an 8x8 pixel block
before the DCT, the 2-D 8x8 DCT coefficients F(k,l),
0<k<7,0<I1<7, can be computed by Eq. (3).

After the DCT, the DCT coefficients are
qguantized. These quantized DCT coefficients are
scanned in a zig-zag scanning order, as shown in Fig. 2.
The zig-zag scan converts the 2-D 8x8 DCT
coefficients into a one-dimensional sequence in an
approximately ascending spatial frequency order. Since
many high-frequency DCT coefficients will be
guantized to zeros, there is usually a long stream of
zeros at the end of the sequence. This is represented by
an end-of-block (EOB) symbol after the last nonzero
coefficient to indicate that after this position, all the
DCT coefficients in the block are zeros. Fig. 3 shows
the distribution of EOB for different quantization
parameters. From Fig. 3, we can see that the EOB
position decreases when the quantization parameter
increases because more DCT coefficients are quantized
to zero.

1 2 6 7 |15 |16 | 28 | 29

3 5 8 |14 | 17 | 27 | 30 | 43

4 9 [ 13 |18 | 26 | 31 | 42 | 44

10 [ 12 | 19 | 25 | 32 | 41 | 45 | 54

11 | 20 | 24 | 33 | 40 | 46 | 53 | 55

21 | 23| 34 | 39| 47 | 52 | 56 | 61

22 | 35|38 |48 | 51 | 57 | 60 | 62

36 | 37 | 49 | 50 | 58 | 59 | 63 | 64

Figure 2 Zig-zag scanning order
This result shows that when the step size of

quantization is large, we can be more aggressive in
setting the high-frequency DCT coefficients to zeros.
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Figure 3 Distribution of EOB for Lena
3 Proposed Fast DCT Algorithm

Depending on the characteristic of the EOB
location, we can estimate the EOB location in advance
by judging the complexity of input image. If we know
the EOB location in advance, we can just calculate
several DCT coefficients and neglect high frequency
part. The steps shown below exhibit how our proposed
algorithm saves the computational effort in DCT.

(1) In the first step, calculate the summation of all
the pixels of an 8x8 block and is then divided by 64, to

get the mean value P of the 8x8 block, as shown in

Eq. (5):

-~ 1 64

p —a; P )
Dividing 64 can be easily implemented by a right
shifter.

(2) In the second step, calculate the difference
between each pixel and the mean value p , and then
take absolute value of the difference value. After that,
find the SAD (sum of absolute difference), as shown in

Eq. (6):
SAD =Y |p, - 7 (6)

(3) After the SAD of an 8x8 block is found,
compare it with each threshold value to determine
which interval the block belongs. The different interval
represents the different pixel distribution of an 8x8
block, and the lower threshold value represents the
smoother distribution of a block.

(4) From Fig. 4, by judging which interval the
block belongs to, the number of calculation times of
DCT and quantization can be determined.

8x8
Image Block r————————————————

Ordering [T Encoder

K S S J

SAD. | Complexity Threshold
S, Determination [~ Table

s

Figure 4 Block diagram of the proposed algorithm

If the block is with low complexity, we may just
calculate some DCT coefficients, but if the block is
with high complexity, we should calculate most of the
DCT coefficients by the judgment of our algorithm.

1 -

g9 DCT =) Quantizer =) zigzag =) Entropy
1
| P

4 Analysis and Discussion

In this paper, 3 quantization values are used for
testing the proposed algorithm, and the values are 8, 16
and 32, respectively. In order to evaluate the
performance of the proposed algorithm, we use the
accumulated times of addition/subtraction,
multiplication and shift/round. To compare with other
operations of DCT and quantization, the times of
multiplication must be particularly mentioned due to
its high complexity and long processing time. We use
the integer DCT proposed by Ref. [13], which plays an
important role in H.263, for the comparison. This
integer DCT already reduces much computing
complexity from the conventional DCT.

PSNR is also adopted for determining the loss of
image quality since the image quality may be reduced
in the proposed algorithm, where PSNR is defined as
Eq (7).

Table 1  Simulation result of Lena with quantization

parameter of 8

i Number of Number of Number of
Algorithms o . i
Multiplication Addition Shift/Round
The
Conventional 34078720 33554432 774 144
DCT
The Integer DCT 851 968 2228224 8 769 536
The Proposed 760 888 3055160 7991844
algorithm
2557
PSNR =10Ig @)
MSE

where MSE(mean square error) is shown below:
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MSE :lz(xi _XY (®) com[-Jllc.:ate.d, the propos-ed algorithm may save less in
n4= multiplication than the simple one.

where X; is the original pixel and X;' is the pixel after
processed by the proposed algorithm.

The PSNR results of Conventional DCT, Integer
DCT and Proposed Algorithm are 36.752 dB, 36.901
dB and 36.898 dB respectively.

Table 1 is the simulation result of several
algorithms under quantization parameter of 8 and the
sample image is the commonly used Lena. It shows
that our proposed algorithm saves most in
multiplication among these 3 algorithms.

If we use larger quantization parameter, such as
16 or 32, as shown in Fig. 5, it is obvious that our
algorithm saves more computing power in multi-
plication. From the simulation result of PSNR, we also
find that the image quality does not degrade
significantly. Fig. 6 shows the percentage of saved
multiplication with 3 different quantization parameters
of 8, 16 and 32 by using the commonly used 4
samples.

[ Integer
98.5 DCT
98.0
@ Proposed
algorithm
97.5
97.0

Q=8 _
Q=16 =32

Figure 5 Percentage of saved multiplication of integer

DCT and proposed algorithm when using Lena
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Figure 6 Percentage of saved multiplication vs.
3 quantization parameters

When quantization parameter is large, the
proposed algorithm can save more in multiplication. In
addition to the quantization parameter, the distribution
of the image also affects the performance of the
proposed algorithm. If the content of an image is

5 Conclusion

In this paper, we propose a new algorithm to save
the computation in DCT and quantization. Based on
the simulation result, the proposed algorithm can
substantially reduce the calculation complexity of 2-D
8x8 DCT. The performance of the proposed algorithm
is also concerned with the content of image sample.

Besides, based on the simulation result, the
degradation of image quality in this algorithm is
negligible. But if the image quality is an issue, we can
easily adjust the threshold value for obtaining high
output image quality. The architecture of the proposed
algorithm is effective and practical by using adder,
shifter and comparator.
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